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1 Introduction 
FabScalar is a toolset for automatically generating synthesizable register-transfer-level (RTL) 

descriptions of arbitrary superscalar cores within a canonical superscalar template. The cores differ in 
three major superscalar dimensions: fetch/issue widths, pipeline depth, and sizes of units involved in 
exposing instruction-level parallelism (ILP) (issue queue, load and store queues, physical register file, 
reorder buffer, etc.). 

FabScalar was conceived to reduce the design and verification effort of single-ISA heterogeneous 
multi-core processors, which are comprised of many microarchitecturally diverse core types [3]. 
Furthermore, superscalar processor design automation spurs innovation in today’s highly stratified 
computing market, by streamlining the production of specialized processors and opening such ventures to 
many smaller players [4]. (We discuss forces for processor diversification in Appendix A.) These 
principles are shared by the RISC-V open-ISA movement [19]. In addition, FabScalar is used by many 
researchers worldwide. Since its beta release in 2010 and first major publication in 2011, 230 researchers, 
from 33 U.S. universities, 45 international universities, 6 industry sites, and 22 countries, have 
downloaded the FabScalar toolset. (Detailed user data is provided in Appendix B.) Finally, several chips 
have been fabricated using the FabScalar toolset [8]. (Another chip from Mei University is pending 
publication.) 

The released FabScalar toolset implements the SimpleScalar PISA ISA [2]. It is MIPS-like, circa 
1996. There are two problems with PISA. First, there is no longer a software ecosystem for it. The gcc 
compiler for PISA is severely outdated and fails to compile many SPEC 2006 benchmarks, and there is 
no Fortran compiler for PISA. Second, PISA does not have a specification for a system co-processor ISA, 
such as the MIPS co-processor 0, which is needed for all system-level support (interrupts, MMU) and 
running linux kernels. We have ported FabScalar to MIPS64, including implementations of co-processor 
0 ISA (interrupts, MMU) [14] and co-processor 1 ISA (floating-point) [16]. Unfortunately, based on 
cautions by Asanovic and Patterson in their EE Times article [19], FabScalar-MIPS64 could expose 
NCSU to litigation (MIPS IP was sold to a UK firm). 

RISC-V is the ideal replacement to PISA. It is open source. There is commitment to maintaining the 
software ecosystem (compilers, kernels). It is a truly minimal ISA amenable to complex 
microarchitectures (no delay slots, no predication, etc.). It uses a strategy of optional co-processor ISA 
extensions for floating-point, SIMD, MMU, and accelerators. 

Thus, RISC-V solves key problems that have held back the FabScalar toolset from reaching its full 
potential. Moreover, there have been many improvements to FabScalar since the beta release, which have 
not been publicly released owing to ISA indecision. These will become available for the first time with 
the FabScalar-RISCV release. 

We look forward to the opportunity to present FabScalar-RISCV, our port of the FabScalar toolset to 
the RISC-V ISA and software ecosystem. 

2 FabScalar Background and Recent Improvements 
FabScalar’s core generator has three parts [3]. Its Canonical Superscalar Template defines canonical 

pipeline stages and interfaces among them. A Canonical Pipeline Stage Library (CPSL) provides many 
implementations of each canonical pipeline stage, that differ in their superscalar width and depth of sub-
pipelining. An RTL generation tool references the template and CPSL to automatically generate an 
overall core of desired configuration. 

FabScalar includes two other tools: FabMem [15] and FabFPGA [6]. Since highly-ported RAMs and 
CAMs are prevalent in superscalar processors and significantly impact area, power, and cycle time, the 
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FabMem tool was developed for automatically generating the physical designs (layouts) of multiported 
RAMs and CAMs. In contrast, commercial memory compilers are limited to a modest number of ports. 
FabFPGA is a configurable, automatically FPGA-synthesizable, and register-transfer-level (RTL) model 
of an out-of-order superscalar processor (superset core). FabFPGA enables FPGA modeling of diverse 
superscalar processors out-of-the-box. Moreover, its direct RTL implementation yields the fidelity of a 
hardware prototype. 

There have been many enhancements to FabScalar since the beta release. These will become 
available for the first time with the release of FabScalar-RISCV. For example: 
1. Superset core: FabScalar’s previous approach of “building up” cores from a library of stage designs 

implies that propagating a change to arbitrary core configurations requires reimplementing it in each 
stage design. When FabFPGA was developed, FabScalar was transformed into a single highly-
parameterized System Verilog design, called the superset core. Changes to the superset core, if done 
properly, extend to all of its possible configurations. 

2. SoC and multi-core support: Key partners from Mei University, Japan, developed highly-
parameterized RTL models of an AMBA bus (FabBus) and coherent L1 and L2 caches (FabCache) 
[47]. These models extend the FabScalar toolset to SoCs and multi-core processors. 

3. Crowd-sourcing with GitHub: Research productivity of the entire community will dramatically 
improve if users can commit their changes to a community-shared design (as well as EDA scripts, 
etc.), and if other users can “cherry pick” desired features. We have begun using NCSU GitHub 
internally and with our partners from Mei University (developers of FabBus and FabCache). We will 
go live on GitHub with the release of FabScalar-RISCV. 

3 Status of FabScalar-RISCV 
The RISC-V port of the FabScalar RTL model is progressing well. It successfully runs small 

benchmarks, as they do not require a sophisticated verilog testbench to launch them. The limiter for 
testing larger benchmarks is not the RTL model itself. The limiter is replacing FabScalar's C++/verilog 
co-simulation environment with the RISC-V equivalent, referred to as the “tethered test harness”. This 
term refers to using the Host Target Interface (HTIF) for program loading and system calls. 

The FabScalar microarchitecture was originally designed for a RISC ISA. Consequently, minimal 
modifications were required to port it to RISC-V. Owing to the hierarchical instruction encoding of 
RISC-V, changes had to be made in the way instructions are decoded (both in the Decode stage and the 
Execution Lanes). The simpler encoding of the immediates and the fixed positions of the source and 
destination registers, made the logic less complex. Integer and floating-point are unified (unified issue 
queue and physical register file) owing to RISC-V being a 64-bit architecture. 

We also developed a cycle-accurate C++ simulator which successfully runs the SPEC2006 
benchmarks. The C++ simulator  uses a tethered test harness similar to the Berkeley designs, i.e., program 
loading and system calls are handled via the Host Target Interface (HTIF) as explained earlier. The same 
tethered test harness will be implemented in the verilog testbench. 

In order to support system software, we will make both the RTL model and the C++ simulator fully 
compliant with the latest version of the RISC-V privileged ISA. FabFPGA will also be ported to RISC-V 
and released along with the other tools. 

4 References 
Please see Appendix C. 
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Appendix A: Forces for processor diversification 

 
After years of consolidation in the desktop market, the processor business is experiencing a wave of 

diversification. Outwardly, this is driven by smart phones. Qualcomm designs its Snapdragon application 
processors. Recently, the company assembled a dedicated CPU research team. Apple acquired a CPU 
company and designs application processors for iPhones. ARM designs and sells a wide array of scalar 
in-order cores through superscalar out-of-order cores as soft IP. NVIDIA is developing their own CPUs, 
as well, under Project Denver. 

Other forces are at play, that will further accelerate processor diversification, not just across 
company lines but also within.  
• ISA challengers and open ISA movements. The near-monopoly of the x86 ISA in desktops and servers 

was a force for consolidation. Intel made it all but certain through its passion for microarchitecture 
innovation and cutting-edge manufacturing. Now, the formidable trio of ISA, microarchitecture, and 
manufacturing, is being skirted by ISA challengers in newer markets. Currently, the ARM ISA is the 
dominant challenger. Open ISA movements, such as Berkeley’s RISC-V [19], are even more 
favorable for diversification. RISC-V in particular is truly minimal and consequently amenable to 
complex microarchitectures, extensible through optional co-processor extensions, cognizant of 
accelerator trends, and free of litigation. All of these factors are ingredients for diversity. 

• Stratified market: With mobile computing, cloud computing, social media, and e-commerce, the 
market for processors is far more diverse today than it was even a decade ago. Anecdotally, an 
engineer from a large e-commerce company just recently requested access to the FabScalar toolset, 
citing “we’re interested in processors for data centers”. Separately, there is speculation about Amazon 
designing their own ARM-based processors in the future (some of the circumstantial evidence is that 
Amazon recently hired former Calxeda engineers) [21]. 

• Frequency: ISA factors aside, Intel’s technical success can be attributed to deftly balancing 
instructions per cycle (IPC) and frequency, while mercilessly pursuing frequency outright with 
highly-optimized physical designs and best-in-class manufacturing. Today, peak frequency is stable 
between 3 and 4 GHz and, interestingly, frequencies of application processors are diverse. Processor 
companies are competing on other performance factors (e.g., IPC), power, and functionality. 
Frequency is still important, but it is more about tightening-up frequency for a given design 
complexity, not pushing the frequency envelope itself. IPC is once again open for consideration [20]. 
Instruction-level parallelism (ILP) is being aggressively pursued in application processor design 
teams. Semi-custom designs made by smaller design teams are competitive. All of these factors are 
favorable for processor diversity. 

• Dark silicon: Dark silicon is the prospect of having more cores on a chip than can be reliably 
powered-on [7][9]. One implication of dark silicon is that simply adding more of the same core type 
is of little value if the additional cores cannot be powered-on. This situation is fertile for processor 
research. It opens the door to single-ISA heterogeneous multi-core processors (HMP) [10][11][12], 
accelerators for general-purpose codes (ASIC blocks [5], programmable/reconfigurable hardware 
fabrics [1], GPUs, vector/SIMD units, etc.), and better conventional cores. An HMP is comprised of 
multiple functionally equivalent but microarchitecturally diverse core types. Accelerators co-exist 
with these general-purpose core types. This new processor paradigm presents a rich research agenda 
that will be on-going for years to come, as microarchitects explore the vast design space of core types 
and accelerators, and co-design “optimal” ensembles of core types along with algorithms for 
effectively scheduling program phases to core types [13]. 
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Appendix B: FabScalar user data 

 
The following user data is up-to-date through November of 2014. 
 
Since its beta release in 2010 and first major publication in 2011, 230 researchers, from 33 U.S. 

universities, 45 international universities, 6 industry sites, and 22 countries, have downloaded the 
FabScalar toolset. A complete list of affiliations is shown in Figure 1(a). 

Figure 1(b) shows the number of new members added to the FabScalar Google group [17] and site 
[18] over time. 18 new members in 2010, 41 in 2011, 79 in 2012, 50 in 2013, and 62 in 2014. Two peaks 
in new memberships can be seen during the same months when the ISCA’11 paper and follow-up IEEE 
Micro Top Picks paper came out, in June 2011 and May/June 2012, respectively. This may be 
coincidence, or it may be that member spikes correlate with dissemination. A third spike occurred in 
February 2014 when a Penn State class used FabScalar for projects. 

According to Google Scholar, 35 external papers or theses (not affiliated with NCSU) cite FabScalar 
[22]–[56], and a majority of these seem to use it in their experimental methodology. Two of the papers 
were nominated for best paper in HPCA 2012 [27][49]. 

Aside from papers, which are arduous to produce and get published, it is challenging to gauge the 
amount of activity by FabScalar users. One indirect measure is activity in the Google group Q&A forum, 
summarized in Figure 1(c). A total of 98 topics (threads) have been created, to which there have been 412 
posts (4.2 posts/topic, on average) and 2,983 views (30 views/topic, on average). 

 
 

(a) Affiliations.

(b) New members over time.

# topics 98
# posts to topics 412
average posts/topic 4.2
# views of topics 2,983
average views/topic 30

(c) Google group activity.

0
2
4
6
8

10
12
14
16
18
20

Ap
ril

Ju
ne

Au
gu

st

O
ct

ob
er

De
ce

m
be

r

Fe
br

ua
ry

Ap
ril

Ju
ne

Au
gu

st

O
ct

ob
er

De
ce

m
be

r

Fe
br

ua
ry

Ap
ril

Ju
ne

Au
gu

st

O
ct

ob
er

De
ce

m
be

r

Fe
br

ua
ry

Ap
ril

Ju
ne

Au
gu

st

O
ct

ob
er

De
ce

m
be

r

Fe
br

ua
ry

Ap
ril

Ju
ne

Au
gu

st

O
ct

ob
er

2010 2011 2012 2013 2014

new members

IS/A'11 paper I999 aicro Top ticks paper

/lass projects at tenn State

 
Figure 1. FabScalar usage data. 
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