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Motivation -Migration Overheads Compared to Other Architectures
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We propose hardware support for fast thread migration. To migrate a thread, committed « Interrupt handler called to move all register values to TRF and then suspend Machine [6] based ISA [fabricated, measurements not yet
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« Predictor state (branch predictors, prefetchers, etc.) may be cold

Central to our fast thread migration is a Teleport Register

File (TRF), which supports a one-cycle exchange of all ‘ Resu ItS ‘
TREF bitcells with another TRF [2,7]. - #Implementatlon
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. PRF_S of cores are different sizes « Fast Thread Migration (FTM) hardware to support fast Number of Registers Transferred Numer of Registers Transferred
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« PRF is implemented in SRAM

Keep PRF for normal program execution, add a TRF to

support fast thread migration

* Must consolidate committed registers from PRF of a
core to its TRF

« New instructions: move-to-TRF (MTTRF), move-from-
TRF (MFTRF)

other core’s L1 caches, we call this Cache-Core
Decoupling (CCD)
Phase 2: 3D stacked chip to prove concept, gather
performance results
« Expected tape-out August 2015
« Same cores, FTM, and CCD as Phase 1
» One core on each tier
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